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Abstract A fully dynamic inversion for the earthquake source process, in which the geometry of the
rupture area, the stress conditions, and frictional properties on the fault are obtained, is carried out by
inverting displacement records for the 2004 Mw 6.0 Parkfield, California, earthquake. The rupture area of
the earthquake is modeled using elliptical patches, and seismograms from 10 near-field digital stations
are used. Synthetic tests to investigate the performance of the inversion in retrieving the rupture process
demonstrate that we can reliably recover the large-scale features of the spatiotemporal distribution of slip.
To investigate the stress conditions and frictional properties of the fault under which we produce a rupture
model that fits the observed data, we explore the parameter space using a Monte Carlo method and find
an optimal region where the source models fit the data well. The best fitting rupture process is shown to
occur mainly within one horizontal elliptical region, 22 km long along strike and 4 km wide along depth.
The seismic moment is 1.2 × 1018 N m, and the stress drop over the ellipse is ∼4 MPa. The rupture speed,
nearly constant during the entire rupture process, is ∼2.9 km/s. The dimensionless quantity 𝜅 (roughly the
strain energy change per unit fault surface divided by the energy release rate), which includes information
on the stress and frictional properties on the fault, is found to be ∼1.4 for the ellipse and strongly controls
the rupture process along with the size of the initial circular patch that initiates the earthquake.

1. Introduction

The study of the earthquake source process requires rupture models that can be used to represent the
earthquake. This can be approached in two different ways. One is by obtaining a kinematic rupture model,
in which the slip history on the fault is determined by inverting seismograms but without reference to the
forces causing the motion. Such a rupture process therefore provides the space-time distribution of source
parameters such as the slip, slip rate, slip duration, and the rupture speed on the fault. The second one, the
one we are interested in this study, is the dynamic rupture model, in which in addition to the above quan-
tities, we also obtain the stress conditions and frictional properties on the fault, i.e., the constitutive law
describing the behavior of the fault while it undergoes rupture.

The first attempt at dynamic inversion goes back to Quin [1990], in which a trial and error approach is
used to infer the stress conditions on the fault for the Mw 6.4 1979 Imperial Valley earthquake, producing a
dynamic rupture model compatible with the kinematic rupture model of Archuleta [1984]. Later, Fukuyama
and Mikumo [1993] developed a joint kinematic/dynamic inversion for the rupture process of the Mjma 6.5
1990 Izu-Oshima, Japan, earthquake. They initially calculate the spatial and temporal pattern of slip from a
spontaneous 3-D dynamic crack using the finite difference technique of Mikumo et al. [1987]. For this, they
assumed that the fault is under a uniform shear stress load and has homogeneous strength. Then, using the
source-time functions calculated from that initial dynamic rupture model, they perform a waveform inver-
sion to obtain the spatiotemporal distribution of slip using the method of Fukuyama [1991]. Once this is
obtained, an estimation of the stress drop and strength excess distribution on the fault is attempted, such
that the spatial and temporal pattern of slip obtained by the dynamic modeling of the rupture is in agree-
ment with the rupture model obtained by the waveform inversion. This estimation of the stress drop and
strength excess is again based on the trial and error method used by Quin [1990]. The source-time functions
obtained from that new dynamic rupture model are then fed back into the waveform inversion scheme
before performing a new waveform inversion for the spatiotemporal distribution of slip. This is then done
for a certain number of iterations until a satisfactory residual between observed and calculated waveforms
is obtained.
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The most common approach to estimate dynamic parameters consists of converting kinematic parameters,
like slip distribution and rupture time, into dynamic parameters, such as static and dynamic stress distribu-
tions. Ide and Takeo [1997] introduced a statistical approach to objectively determine the stress conditions
on the fault prior the rupture. Along the same lines, Pulido and Irikura [2000] developed a method to esti-
mate parameters of the friction law from the inferred kinematic parameters, followed by many other studies
[e.g., Mikumo et al., 2003; Fukuyama and Mikumo, 2007; Cruz-Atienza et al., 2009]. The inference of dynamic
parameters from kinematic rupture models is still an active research topic [e.g., Causse et al., 2014]. Our
approach is different; we look directly for the friction law by inverting near-field observations.

Peyrat and Olsen [2004] were the first to develop a nonlinear dynamic inversion to study the rupture pro-
cess of the Mw 6.8 2000 Tottori earthquake in which the stress drop and strength distributions, as well as the
parameters of the constitutive law, are treated as unknowns. However, their use of a chessboard discretiza-
tion introduced a large number of unknowns to be inverted for, as well as some mathematical issues with
the stress discontinuities across the edges of each element. Following the approach developed by Vallée
and Bouchon [2004] for kinematic inversion, Di Carli et al. [2010] resolved these issues by introducing ellip-
tical subfaults during dynamic inversion. Recently, Ruiz and Madariaga [2011, 2013] combined the dynamic
inversion with a Monte Carlo exploration of the parameter space to investigate the large nonuniqueness
associated with dynamic inversion (e.g., as discussed by Peyrat et al. [2001]).

In this paper, we further develop this idea by performing a fully dynamic inversion for the source pro-
cess of the 2004 Parkfield earthquake. Static, kinematic, and dynamic solutions for this earthquake have
been obtained by different groups. For instance, Murray and Langbein [2006], Johanson et al. [2006], and
Barnhart and Lohman [2010] have retrieved the static slip distribution from geodetic data. Some authors
[e.g., Bennington et al., 2011; Ziv, 2012] have used aftershocks distribution as constraints on their inversions
of geodetic data. Liu et al. [2006] and Ma et al. [2008] have obtained a kinematic and dynamic rupture pro-
cess using near-field strong-ground motion data. A kinematic source model using near-field strong motion
has also been obtained by Twardzik et al. [2012]. Using regional seismic data, Mendoza and Hartzell [2008]
have obtained a kinematic rupture history from Pnl waveforms. Custodio et al. [2009] and Kim and Dreger
[2008] have carried out kinematic inversions using near-field strong-ground motion and geodetic data.
More recently, Houlié et al. [2013] have computed a kinematic coseismic rupture history using 1 Hz GPS
data. The comparison of the solutions (see Figure 1) shows overall consistency between the slip distribu-
tions retrieved by these different approaches. In particular, the rupture starts toward the southeastern end
of the fault with some small slip near the hypocenter but the main slip area in every case is located about
20 km to the northwest of it, in a ∼20 km2 region. This is in contrast to earthquakes such as the 1992 Mw 7.2
Landers, California, earthquake [e.g., Wald and Heaton, 1994; Cohee and Beroza, 1994; Cotton and Campillo,
1995; Hernandez et al., 1999] or the 1999 Mw 7.6 Izmit, Turkey, earthquake [e.g., Yagi and Kikuchi, 2000;
Delouis et al., 2002; Sekiguchi and Iwata, 2002; Bouchon et al., 2002] in which different kinds of data
(e.g., InSAR, GPS, teleseismic, and strong-ground motion data) led to inconsistent results. Other earthquakes
present consistent kinematic inversions similar to what is observed for Parkfield, like, e.g., the 1995 Mw 6.8
Kobe, Japan, earthquake [Ide and Takeo, 1997; Koketsu et al., 1998; Bouchon et al., 1998] or more recently
[Guo et al., 2013]. Because of the very good quality data available in 2004, we think that the 2004 Parkfield
earthquake is ideal for attempting a fully dynamic inversion.

The present paper is organized as follows. In section 2, we describe the data set and the methodology that
we follow to carry out the inversion. We then perform synthetic tests in order to better understand our inver-
sion technique (section 3). In section 4, we describe the results that we have obtained on the source process
of the Parkfield earthquake from the fully dynamic inversion. Finally, in section 5, we present the results of
the Monte Carlo exploration of the parameter space and summarize the conclusions in section 6.

2. Data Set and Methods

To determine the dynamic rupture process, we use three-component ∼18 s long displacement waveforms,
sampled at 0.035 s from 10 digital stations of the General Earthquake Observation System (GEOS) network
[Borcherdt et al., 1985]. This data set is the same as the one used by Twardzik et al. [2012] for kinematic inver-
sions (see Figure 2). There were also 33 analog stations of the California Geological Survey (CGS) network
that recorded the earthquake. We could not use them for dynamic inversion because these are triggered
instrument that could have therefore missed the first arrivals. A flowchart showing all the steps in the
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Figure 1. Solutions obtained from other studies for the slip distribution or rupture process of the 2004 Parkfield earthquake. (a) Murray and Langbein [2006] using
GPS data. (b) Johanson et al. [2006] using InSAR and GPS data. (c) Barnhart and Lohman [2010] using GPS data. (d) Ziv [2012] using GPS data and aftershocks.
(e) Bennington et al. [2011] using GPS data and aftershocks. (f ) Liu et al. [2006] using strong-motion data. (g) Twardzik et al. [2012] using strong-motion data.
(h) Ma et al. [2008] using strong-motion data. (i) Mendoza and Hartzell [2008] using regional Pnl waveforms. (j) Custodio et al. [2009] using strong-motion and GPS
data. (k) Kim and Dreger [2008] using strong-motion, GPS, and InSAR data. (l) Houlié et al. [2013] using 1 Hz GPS data. Note that all figures have been rescaled to
have the same spatial scale and are aligned with respect to the hypocenter (star). The left side of each rectangle is at the northwestern part of the fault (Figure 2).

dynamic inversion process is given in Figure 3. The forward modeling step of the flowchart consists of a
full spontaneous rupture propagation in a 3-D medium on a pure right lateral strike-slip fault of 40 km
long and 16 km depth, with a strike of 140◦ and a dip of 87◦. The velocity structure adopted for the for-
ward simulation is a 1-D structure corresponding to the northeast side of the San Andreas Fault. It is taken
from Liu et al. [2006], itself determined by interpolation of the 3-D velocity structure of Thurber et al. [2003].
The propagation of the rupture is solved using a fourth-order staggered-grid finite difference method

TWARDZIK ET AL. ©2014. American Geophysical Union. All Rights Reserved. 3



Journal of Geophysical Research: Solid Earth 10.1002/2014JB011238

Figure 2. Tectonic setting, station distribution, and displacement seismograms used to study the 28 September 2004, Mw 6.0 Parkfield, California, earthquake.
The stations are digital accelerograms from the GEOS network [Borcherdt et al., 1985] and are shown as red triangles. The original acceleration records are inte-
grated twice into displacement records and filtered between 0.16 and 1.00 Hz using a fourth-order Butterworth filter. The filter is applied both in the forward and
backward directions to obtain a zero-phase shift at all frequencies. The fault trace used during the inversion is shown by the thick black line. In grey, we show the
surface expression of the faults in that region (fault traces from Jennings [1994]). The double-couple moment tensor from the Global Centroid Moment Tensor
(GCMT) catalog is shown connected to the epicenter (red star). Note that each displacement seismogram starts at the origin time of the earthquake.

[Madariaga et al., 1998]. We use a spatial grid size of 250 m and a time step of 8.75 × 10−3 s, which is one
fourth of the sampling rate of the displacement records. The Courant-Friedrichs-Lewy criterion for these
values is 0.217, which ensures the stability of the numerical scheme [Madariaga et al., 1998]. Each forward
simulation runs for 1280 time steps (i.e., equivalent to 11.2 s). The finite difference scheme includes a flat-free
surface boundary condition at the top and Clayton-Engquist absorbing boundary conditions at the edges
[Clayton and Engquist, 1977].

The fault was implemented by the thin-boundary conditions of Madariaga et al. [1998] (see Dalguer and
Day [2007] for discussion about the use of these types of conditions). It is treated as an internal bound-
ary on which we postulate that the rupture propagation is controlled by the slip-weakening friction law of
Ida [1972]:

T(D) = (Tu − Tf )
(

1 − D
Dc

)
+ Tf for 0 < D < Dc, (1)

T(D) = Tf for Dc ≤ D. (2)

where T is the friction on the fault as a function of slip (D), Tu is the upper yield stress, Tf is the residual
stress, and Dc is the characteristic slip-weakening distance. Because Tf cannot be determined from seis-
mic observation alone [Madariaga, 1979], we set it to zero. Prior to the rupture, we assume that the fault is
under an initial stress load (T0), constant over the entire fault. The rupture area is defined by the distribution
of Tu, describing the resistance of the fault to the propagation of the rupture. To generate this distribution,
we use elliptical patches derived from the approach initially suggested by Vallée and Bouchon [2004] and
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Figure 3. Flowchart of our dynamic inversion procedure.

widely used for dynamic inversion by Di Carli et al. [2010] and Ruiz and Madariaga [2011, 2013]. We use the
parameter S, originally defined by Hamano [1974] as

S = (Tu − T0)∕(T0 − Tf ) (3)

where, as mentioned above, Tf = 0. Di Carli et al. [2010] and Ruiz and Madariaga [2011, 2013] invert for Tu

and T0 separately, which occasionally leads to T0 > Tu. To avoid this, we invert for S and T0 (deducing Tu from
it). In our study, we also modified the approach used in these studies, where S is assumed to be constant
inside an ellipse, by taking an elliptical distribution of S inside each ellipse:

S(x, y) = Smax

(
1 −

(
x2

a2
+

y2

b2

))
(4)

where Smax is the maximum value of S allowed inside the ellipse and (x, y) represent the location of a point
relative to the center such as x = y = 0 at the center of the ellipse. This modification aims to mimic the
concept introduced by Das and Kostrov [1983] in which the edge of a patch is weaker than its center. In the
inversions, we assumed that Dc had a constant value over the whole fault. This is necessary to obtain a uni-
form resolution in the finite difference simulations. In addition, Guatteri and Spudich [2000] and Peyrat et al.
[2004] have argued that the energy release rate (Gc =

1
2

TuDc) is the most reliable quantity that can be deter-
mined by dynamic inversion. Therefore, varying Tu inside each ellipse is sufficient to obtain different values
of Gc for each ellipse. To ensure that the rupture does not propagate outside the ellipse, we assume that the
region outside has a positive and large upper yield stress (Tout), 10 times Tumax

, where Tumax
is the maximum

value of Tu encountered inside the entire rupture area. In order to trigger the rupture, we use a small
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Figure 4. (a) Stress conditions before the spontaneous rupture propa-
gation. The fault is loaded at a constant stress T0, and there is a initial
circular patch at the hypocenter of radius Ra and strength Ta. Note that
we assume a constant slip-weakening distance Dc over the entire fault.
(b) Distribution of the material strength on the fault. The area where
the rupture can occur is defined by elliptical patches, each having
a geometry defined by five parameters: (x0, y0) that locate the cen-
ter of the ellipse on the fault plane; (xa, xb) that are the length of the
semimajor and semiminor axes, respectively; 𝛼 that is the dip angle of
the ellipse relative to the flat horizontal surface. Inside the ellipse, the
material strength (Tu) is defined by an elliptical distribution centered
at (x0, y0). Outside the ellipse, we have a region of very high rupture
resistance (Tout).

patch of radius Ra and strength Ta

located at the hypocenter. To make
sure that the rupture is always ready to
propagate, we defined Ta as

Ta = 𝛼Tumax
(5)

where 𝛼 is a factor that is always
assumed to be ≥ 1.

In order to obtain reasonable com-
putation time, we do not propagate
the waves emitted by the fault to
each receiver using the finite differ-
ence method. Instead, we calculate
the three-component displacement
records at each station by convolving
the obtained slip rate history on the
fault with the Green’s functions calcu-
lated using AXITRA, developed by Cotton
and Coutant [1997]. This approach has
the obvious limitation that AXITRA can
only compute Green’s functions for a 1-D
velocity structure. AXITRA also uses a
large amount of computer memory as
the fault becomes bigger. For this rea-
son, there is an upper bound on the size
of the earthquake that can be studied in
a reasonable computer time. Currently,
above Mw 7.5 the inversion becomes too

expensive which therefore gives to the Mw 6.0 Parkfield earthquake an additional advantage for using the
methods proposed in this study. The inversions performed in this study take about 278 h (∼11 days) on 32,
2.6 GHz, CPUs and require at least 20 GB of memory.

The inversion is carried out using the Neighborhood Algorithm developed by Sambridge [1999a, 1999b].
It performs a direct search of the optimal solution inside the parameter space using Voronoi cells. At each
iteration, the algorithm divides the parameter space into a set of ns Voronoi cells, one for each rupture
model. Geometrically, one Voronoi cell is a polyhedron that encloses a region of the parameter space con-
taining models that have produced waveforms fitting similarly the data. The misfit between the calculated

Table 1. Description of the Parameters Used During the Inversion

For Each Ellipse Description

x0 Position along strike of the center of the ellipse
y0 Position along dip of the center of the ellipse
xa Length of the semimajor axis
xb Length of the semiminor axis
𝜙 Dip of the semimajor axis with respect to the horizontal fault surface
S Maximum value of the parameter S, located at the center of the ellipse

and used to calculate the elliptical distribution of S inside the ellipse

For the Fault Plane

T0 Background stress of the fault prior initiation of the rupture
Ra Size of the initial circular patch required to initiate the rupture at the

hypocenter
𝛼 Parameter that is used to determine the strength (Ta) of the initial

circular patch: Ta = 𝛼Tumax

Dc Characteristic slip-weakening distance
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waveforms and the observed waveforms is measured through the following cost function proposed by
Spudich and Miller [1990]:

𝜀 =
Nd∑
i=1

Wi

⎛⎜⎜⎝
∑te

tb

(
uo

i (t) − uc
i (t)

)2

∑te
tb

uo
i (t)2 +

∑te
tb

uc
i (t)2

⎞⎟⎟⎠ (6)

In this equation, uo
i (t) are the observed waveforms and uc

i (t) are the calculated waveforms. Wi refers to the
weight given at each station and for each component, with value chosen according Liu et al. [2008]. Nd is
the number of records and (tb, te) gives the beginning and end times of the displacement records. Once an
iteration is done, a new set of ns models is resampled, for the next iteration, within the Voronoi cells that
contain the nr lowest misfit models. For the inversion, we use ns = 32 and nr = 8 and carry on the iterative
process for 1500 iterations.

To summarize (Figure 4 and Table 1), we invert for the location and size of two elliptical patches (five param-
eters per ellipse) and the distribution of S inside these ellipses, determined using the value of Smax for each
one. We use two ellipses to model the rupture area in order to keep the number of parameters sufficiently
low during the inversion; two ellipses are also in agreement with the study of the Parkfield earthquake by
Twardzik et al. [2012], who performed kinematic inversion using elliptical patches. In that paper we dis-
cussed how to choose the number of ellipses when a new earthquake is being investigated. In addition
to these 12 geometrical parameters, we invert for the initial stress load of the fault (T0) as well as the size
Ra and strength Ta of the initial circular patch located at the hypocenter. Ta is determined from the factor
𝛼 (equation (5)). Finally, we invert for the characteristic slip-weakening distance (Dc) in order to have a full
description of the friction law and thus have 16 parameters that we attempt to invert for.

3. Synthetic Tests

To investigate the performance of this dynamic inversion technique, which uses ellipses to parameterize
the rupture area, we perform synthetic tests. For this, we generate three-component synthetic displace-
ment data filtered between 0.16 and 1.00 Hz at the 10 digital stations shown in Figure 2. The artificially
created earthquake, used to generate the synthetic displacement data, occurs on the same fault as that used
during the inversion, also shown in Figure 2. It is important to note that the slip history of the artificially cre-
ated earthquake is not based on an elliptical parameterization of the rupture area. It is constructed using a
k−2-type slip distribution following the method of Ruiz et al. [2007]. From that slip distribution, we calculate
the static stress drop (T0) using the method of Ripperger and Mai [2004]. We then determine the material
strength using a constant S value over the entire fault of 0.3. Wherever the fault experiences a positive static
stress change from the initial slip distribution is considered as a barrier, and the barrier is constructed by
forcing S to be very large (S >> 1.0) in those regions. For the friction law, we use a constant Dc of 0.2 m.
With those stress conditions, we calculate the rupture history and the synthetic displacement data using the
methodology presented in the previous section. To trigger the earthquake, we use an initial circular patch
located at the hypocenter with a radius of 0.63 km and a strength of 20 MPa.

Figure 5a shows the stress conditions prior to the rupture and snapshots of the slip history for the artificially
created earthquake. The seismic moment is about 2.3 × 1018 N m. The rupture first propagates downward
and along strike, reaching the bottom of the fault after 3.395 s and giving a rupture speed of about 2.5 km/s.
It then moves upward and further along strike, breaking the region of largest slip after 6.755 s, resulting in
a small increase of the rupture speed to ∼3.15 km/s. After that, a small region near the surface, in the back-
ward direction relative to the main area of slip, breaks after 7.315 s and ends the rupture. The fully dynamic
inversion for the rupture process of the artificially created earthquake reaches a misfit value of 0.07, which
is small enough that no differences are visible between the synthetic displacement data and the calculated
waveforms from the lowest misfit rupture model.

Figure 5b shows the stress conditions prior the rupture and snapshots of the slip history for the lowest mis-
fit rupture model. The tectonic stress found by the dynamic inversion is about 2 MPa. Because we assume a
constant T0 over the entire fault, the inversion does not recover any of the variability observed for the arti-
ficially created earthquake. Instead, it has found a value that is approximately equal to the average value of
the tectonic stress of the artificially created earthquake (∼1 MPa). For the material strength, we observe that
the location of the ellipses is such that they overlap with the regions of high Tu, recovering relatively well
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Figure 5. (a) Artificially created earthquake: Initial distribution of stress and strength on the fault prior to rupture (i and ii) and snapshots of the slip history every
0.56 s (iii) used to generate the synthetic seismograms. (b) Lowest misfit rupture model: Initial distribution of stress obtained on the fault prior to rupture (i and ii)
and snapshots of the recovered slip history every 0.56 s (iii).
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the rupture area of the artificially created earthquake. The maximum S value for the ellipse connected to
the hypocenter is about 0.6, while it is 0.3 for the second ellipse. The low amplitude of the material strength
compared to the artificially created earthquake is consequently caused by the underestimation of T0, since
the S values found by the inversion are either greater than or equal to the value used for the artificially cre-
ated earthquake. However, we will show in section 5 that the dynamic inversion does not perform well in
reliably constraining S. The value of Dc (0.2 m) is recovered almost perfectly by the inversion, while the size
(1.3 km) and strength (11.8 MPa) of the initial circular patch differ from the values used for the artificially cre-
ated earthquake. However, the increase of the size of the initial circular patch by a factor of 2 is accompanied
with a decrease of the strength by a factor of 2 so that both patches are similar in term of energy balance.

As a result of these stress conditions, the rupture model reaches a seismic moment of 2.3 × 1018 N m, which
is the same as that of the artificially created earthquake. Regarding the slip history, we observe a similar pro-
cess between the artificially created earthquake and that obtained by the dynamic inversion. We first have
a downward and along-strike progression of the rupture, reaching the bottom of the fault at about 3.395 s,
followed by upward and along-strike propagation, reaching the 5 km depth level at ∼5.635 s. Until this time,
the slip history is almost the same as that of the artificially created earthquake, after which we start observ-
ing some differences. At 6.755 s, some slip starts to occur near the surface, at a time when there is no slip on
the artificially created earthquake. Furthermore, the region of large slip in the artificially created earthquake
is not observed in the inversion. Also, unlike the artificially created earthquake, no backward propagation of
the rupture near the surface at about 7.315 s is found, although both rupture models have reached the sur-
face by this time. Although the rupture is allowed to continue longer in the inversion, it actually stops at the
correct time with respect to the artificially created earthquake.

This test shows that the inversion is capable of retrieving reliably the general features of the slip history.
This is due to the fact that the ellipses recover the main characteristics of the rupture area. However, the
test also shows that the two similar rupture history are the result of different stress conditions and fric-
tional properties on the fault. It illustrates the nonuniqueness that is associated with the dynamic inversion.
This is an issue that we will discuss in the following sections, in the case of a real earthquake, that is the
Parkfield earthquake.

Two additional synthetic tests have also been carried out, each with a different source process. One ruptures
a single horizontal patch with a rupture that propagates at about 3 km/s, and one with a more complicated
rupture process which contains a jump of the rupture between one patch at the hypocenter and another
located about 15 km away from it. Because those additional tests lead to similar conclusions as we have pre-
sented here, we do not discuss them further. They are discussed in detail by in the supporting information
(see Text S1 and Figures S1–S6).

4. Dynamic Inversion of the 2004 Parkfield Earthquake

The results of the dynamic inversion using artificial data, discussed above, give us confidence that we can
obtain a reliable dynamic rupture process for the Parkfield earthquake. We therefore carry out the full
dynamic inversion.

The inversion of the three-component displacement seismograms reaches a misfit value of 0.29 (Figure 6),
which is within the range of value obtained by Twardzik et al. [2012] for their kinematic inversions. The vari-
ations of the misfit value still observed at the end of the inversion are caused by small variations in the
way that the different parameters combine together, since each parameter of the inversion has converged
toward its final value (see Figure S7). This shows the high sensitivity of the dynamic modeling to the stress
conditions and the frictional properties of the fault plane. The comparison between the calculated and the
observed waveforms (Figure 7) shows that the main pulses are fitted in amplitude and phase for almost
every traces. We also observe a better fit at stations located on the northeastern side of the fault compared
to those on the southwestern side, which could be due to the fact that the velocity structure on the two
sides of the fault are not the exactly the same.

Figure 8a shows the distribution of stress prior to the rupture and Figure 8b the distribution of material
strength defined by the ellipses. Snapshots of the slip history for the lowest misfit rupture model are shown
in Figure 8c. The rupture essentially breaks one major ellipse elongated in the strike direction. There is also
a circular region, with smaller slip below the hypocenter. The rupture model reaches a final seismic moment
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Figure 6. Evolution of the misfit with respect to the number of itera-
tions. For each iteration, the misfit value range (0.2–1.6) is divided into
bins of [𝜖 − 0.0125 𝜖 + 0.0125], where 𝜖 is the central misfit value of the
corresponding bin. Inside each bin, we count the number of models
present. The red color corresponds to the bins with many models, while
the blue color corresponds to the bins with only few models. Note that
in Figure S7, we also show the convergence curve of each parameter of
the inversion.

of 1.18 × 1018 N m, which is ∼ 4% larger
than the CMT value. We point out that
the seismic moment was not constrained
during the inversion and this close match
is therefore reached by the inversion
itself. From Figure 8c, we observe that
the rupture terminates between ∼7.3
and 7.9 s, well below the 11.2 s that is
permitted. We find an average rupture
speed of 2.8 km/s for the main ellipse,
and there is little variation in this speed
during the rupture process. The circu-
lar region near the hypocenter ruptures
faster than the main ellipse with a speed
of ∼3.8km/s, which is 10% higher than
the shear wave speed at that depth. In
the next section, we shall show that this
circular region is not a robust feature of
the rupture process. The entire dynamic
rupture model is similar to that obtained
by the kinematic inversion 1 of Twardzik
et al. [2012]. Thus, using the same data

set, the two different approaches (kinematic and dynamic) have produced similar rupture models. When
compared to the different solutions in Figure 1, the rupture model obtained from the fully dynamic inver-
sion also shows good agreement with most models, and in particular, with the dynamic model obtained by
Ma et al. [2008].

Figure 7. Comparison of the calculated seismograms from the lowest misfit rupture model obtained by the full dynamic inversion (red) and the observed data
(blue). See caption of Figure 2 for further details.
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Figure 8. (a) Initial distribution of stress on the fault prior to rupture, obtained from the fully dynamic inversion. The initial circular patch necessary to trigger the
rupture at the hypocenter is shown by the blue area. (b) Distribution of the material strength on the fault plane obtained from the inversion. Outside the ellipses,
the material strength is set very high to avoid rupture there. (c) Snapshots of the resulting slip rate history from the stress and strength conditions of the lowest
misfit model obtained by the full dynamic inversion. Each snapshot is separated from the next by a time step of 0.56 s.

The stress conditions and frictional properties obtained by the dynamic inversion are summarized in
Figure 9, which shows the distribution of values explored during the inversion for the six dynamic param-
eters. We see that the circular region below the hypocenter is weak (S1 of 0.08), while the main ellipse is
stronger with an S2 of 0.7, the difference between the two being manifested in the different rupture speeds
observed for each. The stress drop (T0) of the lowest misfit model is 4.2 MPa, which is an average of Ma et al.
[2008]’s model, who find a stress drop of 10 MPa in the hypocentral region, with the remaining part of the
fault having a stress drop of ∼2 MPa. Our slip-weakening distance for the lowest misfit model is ∼0.17 m,
which is close to the chosen value of 0.15 m in Ma et al. [2008]. We find the energy release rate for the
hypocentral circle to be 3.8 × 105 J m−2 and for the main ellipse to be 5.8 × 105 J m−2. This again is in good
agreement with the dynamic model of Ma et al. [2008] as well as with values obtained from laboratory
experiments and compilation of seismological estimates by Nielsen et al. [2013].

We compute the value of 𝜅, the nondimensional parameter introduced by Madariaga and Olsen [2000],
given by

𝜅 =
T 2

0 xb

𝜇TuDc
(7)

where 𝜇 is the average shear modulus. 𝜅 derives from the competition between a measure of the strain
energy released during rupture and the energy dissipated in fracture. It is roughly the strain energy change
per unit fault surface divided by the energy release rate and controls the characteristics of the rupture pro-
cess. It defines a bifurcation at a critical value (𝜅c), such that if 𝜅 < 𝜅c, the rupture does not grow, while
if 𝜅 > 𝜅c, the rupture propagates at increasing speed as 𝜅 increases. From Madariaga and Olsen [2000],
we can estimate 𝜅c to be around 1.09 for a flat circular crack. In this study, we obtain 𝜅 of about 2.0 for the
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Figure 9. Each panel represents the distribution of values explored during the inversion for each inverted dynamic parameter. The first and second panels repre-
sent the distribution of the S value, S1 referring to the ellipse that will converge below the hypocenter and S2 referring to the ellipse that will become the major
patch. The third panel represents the tectonic stress or stress drop (T0). The fourth and fifth panels represent the strength (Ta = 𝛼Tumax

) and the size (Ra) of the
initial circular patch. The last panel represents the slip-weakening distance of the friction law. The vertical lines show the optimal value for each parameter.

hypocentral circle (𝜅1) and about 1.4 for the main ellipse (𝜅2). 𝜅2 is very similar to the values obtained by oth-
ers (e.g., 1.35–1.45 found by Ruiz and Madariaga [2013] in their study of the 2008 Iwate, Japan, earthquake).
𝜅1 is also in agreement with Ruiz and Madariaga [2013] and, as in their study, is associated with a supershear
rupture speed.

We have also calculated Rc, which is the minimum size of the triggering rupture patch that is necessary for
the rupture to grow. Because we use a initial circular patch, we determine Rc using the expression derived
by Day [1982]:

Rc =
7π
24

Ta𝜇

T 2
0

Dc (8)

For the lowest misfit model, we obtain Rc ∼ 1.7 km. If we compute the ratio Rc∕Ra, we obtain a value of about
1.3. To summarize, for the hypocentral circular patch, we have S ∼ 0.08, Rc∕Ra ∼ 1.3 and a rupture speed of
about the shear wave speed, and for the main ellipse, we have S ∼ 0.7, Rc∕Ra ∼ 1.3 and a rupture speed
of about the Rayleigh wave speed. These results agree with those of Andrews [1976] and Das and Aki [1977]
when interpolated for a ratio Rc∕Ra of about 1.0, Rc∕Ra being equivalent to Lc∕L in their relevant figures.

5. Exploration of the Dynamic Parameter Space

In order to efficiently explore the dynamic parameter space, we fix the geometry of the rupture area to that
obtained by the fully dynamic inversion. This lowers the number of parameters from 16 to 6 and allows
a broad investigation of the parameter space. The goal is to study the nonuniqueness associated with
dynamic inversion. By looking at a large range of stress conditions and frictional properties of the fault, we
can analyze under which conditions we can and cannot successfully fit the data. To perform this exploration,
we use a Monte Carlo (MC) method [Metropolis and Ulam, 1949]. The MC method consists in generating
random models inside the domain of parameter space that we want to explore. For each point in param-
eter space, we compute synthetic seismograms that are compared to the observed data. As explained by
Tarantola [2005], the comparison between the observed and the predicted data defines whether a model
is “acceptable” or not. Usually, the MC method is carried out until the parameter space has been sufficiently
explored. In our case, we implemented MC exploration for ∼ 32,000 randomly generated models. The range
of values of the parameters used to generate the random models is summarized in Table 2. The reason we
have to use the MC exploration is that the marginal probability density functions for the parameters are
non-Gaussian so that the usual statistics based on standard deviation are incorrect [Tarantola, 2005].

The lowest misfit model found by the MC exploration has a misfit value of 0.30, which is essentially the same
as the one reached by the dynamic inversion. There is consequently no visible differences between the cal-
culated waveforms from the two rupture models. However, Table 2 shows that the MC exploration has found
values for the dynamic parameters that are different than those found by the fully dynamic inversion. If we
look at the details of the rupture process (Figure 10), we observe that the major difference is that the circular
region below the hypocenter does not rupture. Since this does not affect significantly the calculated wave-
forms, it suggests that this patch may not be a robust feature. Therefore, we will focus only on the major
ellipse from here on. The seismic moment is higher than the one obtained by the full dynamic inversion
(1.42 × 1018 N m instead of 1.18 × 1018 N m), as is the average rupture speed of the main ellipse (3.3 km/s),
but which is still below the shear wave speed of the medium at the depth range of the rupture.
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Table 2. Range of Values Explored Using the Monte Carlo Method for Each of
the Six Dynamic Parametersa

Parametersb S1 S2 T0 (MPa) 𝛼 Ra (km) Dc (m)

Lower bound 0.00 0.00 0.50 1.10 1.25 0.10
Upper bound 1.00 1.00 20.00 1.20 2.50 2.00
Optimal value (Inv) 0.08 0.62 4.16 1.13 1.33 0.17
Optimal value (MC) 0.98 0.49 5.76 1.17 1.57 0.30

aIt also shows the optimal value obtained by the Monte Carlo (MC) explo-
ration and by the full dynamic inversion (Inv).

bS1 is S for the hypocentral circular region and S2 that for the main ellipse.

If we only focus on the main ellipse, we can further reduce the parameter space from a 6-D space to a 5-D
space (S2, T0, Dc, Ra, and Ta). Since this is still not possible to visualize, we contract it into a space of lower
dimension by computing the two nondimensional parameters 𝜅 and Rc∕Ra for every model. Together
with the third nondimensional parameter, that is S, we obtain a 3-D space containing the five parameters
explored by the MC method. Figure 11 shows all the models sampled by the MC method projected within
the 3-D space as well as the three different cross sections associated with it. The dots are color coded accord-
ing to either the average rupture speed (Figure 11a) or the seismic moment (Figure 11b). We show with dots,
outlined in black, the rupture models with 𝜀 ≤ 0.35 (𝜀 given in equation (6)), which is an upper limit above
which we consider that a rupture model does not fit the data reasonably well. From now on, these well fit-
ting rupture models will be referred as LMMs (low misfit models). Figure 11 shows that the LMMs focus on
a rather small region in the (𝜅, Rc∕Ra) plane, indicating that these two parameters strongly control the fit to
the data. This implies that they control how strongly the rupture is triggered and how much energy comes
in and goes out of the system during the propagation of the rupture. On the other hand, the LMMs spread

Figure 10. Same as Figure 8 but for the Monte Carlo exploration. Note that the color bar for the stress and strength has been slightly changed compared to
Figure 8 in order to better show the results.
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Figure 11. (a) Average rupture speed; (b) Seismic moment. (i) (S, 𝜅) plane; (ii) (S, Rc∕Ra) plane; (iii) (𝜅, Rc∕Ra) plane; (iv) Projection of the rupture models sampled
by the Monte Carlo method onto the 3-D space defined by S, 𝜅, and Rc∕Ra . In all subplots, the large dots represent rupture models associated to a misfit value
≤0.35. In Figure 11a, the rupture models are color coded according the average rupture speed. The black line on the color bar shows the value of the shear wave
speed of the medium at the depth of the rupture. In Figure 11b, the rupture models are color coded according to the final seismic moment. The black line on the
color bar shows the value of the seismic moment taken from GCMT.

over a large range of S values, showing that the seismic data used in this study do not constrain it well. Con-
sequently, the strength of the elliptical patch does not play a major role as long as it is possible to break it.
However, we can still put a lower bound on S of ∼0.3 below which there are no LMMs.

The (𝜅, S) and (Rc∕Ra, S) planes in Figures 11a (i and ii) and 11b (i and ii) also show that except for S < 0.1,
we have a threshold for 𝜅 and Rc∕Ra. This threshold value for 𝜅 is ∼0.6, below which there is no propagating
rupture and agrees well with theoretical predictions [Madariaga and Olsen, 2000]. The threshold value for
Rc∕Ra is ∼2.0, above which there is no propagating rupture. This is important because it shows that some
regions of the parameter space can easily be ruled out by the Neighborhood Algorithm since they do not
contain possible rupturing models. Figure 11a (i and ii) further shows that the LMMs are bounded on top
or bottom by the transition from subshear to supershear rupture speed, clearly indicating that the best
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Figure 12. Correlation between S and the other dynamic parameters (Dc , Ra , and T0) for the low misfit models. The dots are color coded according to the energy
release rate (Gc). On each plot is shown the value of the correlation factor.

fitting rupture models are subshear. Figure 11b shows a lack of strong organization of the parameter space
relative to the seismic moment, except for S < 0.1, 𝜅 <0.6, and Rc∕Ra >2.0, where there is always prop-
agation of the rupture at low rupture speed (< 2.5 km/s) and that reaches a low final seismic moment
(< 1.0 × 1018 N m). The chaotic structure of the parameter space relative to the seismic moment shows that
the dynamic parameters essentially control the rupture speed. However, despite the disorder, the LMMs all
have a seismic moment close to the GCMT value, showing that this is also an important feature of a rupture
model if one wants to fit waveform data.

We have done a detailed investigation of the rupture process for each of the LMMs (see Figure S8). We
observe that despite the fact that the LMMs span a broad range of S values (0.3 < S < 1.0 ), they all produce
very similar rupture processes with subshear rupture speed. Andrews [1976] and Das and Aki [1977] showed
that the domain of subshear rupture speed extends over a wide range of value for S, and because a subshear
rupture speed is required to fit the data correctly, it explains the lack of constraints on S. We also observe
that the smaller S is, the wider the rupture front is. We computed the correlation coefficient between S and
Dc, as well as between S and the other dynamic parameters (T0, Ra, and Ta). Figure 12 shows that for the
last three parameters, there is no noticeable correlation. On the other hand, S and Dc show a weak correla-
tion, illustrating the trade-off between S and Dc [e.g., Guatteri and Spudich, 2000; Goto and Sawada, 2010].
This trade-off appears because the fracture energy is very similar for different LMMs. This enhances the
nonuniqueness of dynamic inversion, requiring a careful examination of the parameter space as argued by
Corish et al. [2007].

6. Conclusion

We have performed a fully dynamic inversion for the rupture process of the 28 September 2004, Mw 6.0,
Parkfield earthquake using a method in which stress and frictional properties on the fault are described
by ellipses. Synthetic tests validate the fact that it is possible to reliably recover the rupture history of an
earthquake using the method of elliptical subfaults approximation. However, we find that determining the
stress conditions and frictional properties on the fault is more difficult.
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To summarize, the source process of this earthquake can be essentially described by one ellipse, 22 km
long and 4 km wide, elongated along strike, within which the rupture occurs at a nearly constant speed of
∼2.8 km/s and with a seismic moment of 1.2 × 1018 N m. When compared to all the different solutions
obtained for this earthquake, we observe that our source process falls within the range of models found
by others. To investigate the variability of plausible rupture models, we have explored the dynamic param-
eter space, fixing the geometry of the rupture area from that found by the inversion, using a Monte Carlo
method. We observe that we can obtain a plausible rupture model if 0.3 < S < 1.0. We also observe
that there is an optimal combination of the two physical parameters, 𝜅 and Rc∕Ra, defining a narrow region
inside the parameter space where all the plausible rupture models lie, showing that these strongly control
the fit to the data. Similar conclusions were reached by Nielsen and Olsen [2000] in the course of the study
of the 1994 Mw 6.7 Northridge earthquake. They showed that only certain combinations of the initial con-
ditions and friction on the fault are able to produce a rupture model that fits the data. In our case, the
MC method allowed us to do a broader exploration of the plausible rupture models in order to support
these conclusions.

The fully dynamic inversion can therefore provide a range of plausible stress conditions and frictional prop-
erties on the fault and also constrains the rupture speed well. Incorporating other kinds of data into the
inversion may help to obtain further details of the stress and frictional properties on the fault.
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